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Abstract 

As artificial intelligence systems become increasingly 

integrated into decision-making across industry, 

concerns about algorithmic bias and its societal impacts 

are growing. This paper presents research emerging 

from a Master of Education project focused on 

addressing gender disparities in computer science and 

reframes it within the context of ethical AI 

development. It argues that a key component of 

addressing bias in these algorithms must begin with 

inclusive, equity-driven computer science education at 

the K–12 level.  By fostering equity in computer science 

classrooms, we can address a root cause of algorithmic 

and systemic biases that later surface in AI systems and 

computing more broadly. This project draws on critical 

feminist theory, social justice curriculum design and 

inclusive pedagogical practices to examine how 

exclusion and underrepresentation in computing 

education shape the values embedded in emerging 

technologies. A central focus is equipping teachers with 

the tools, frameworks, and support needed to create 

inclusive learning spaces, disrupt stereotypes, and 

cultivate a sense of belonging for all students 

particularly those historically marginalized in computer 

science. This project advocates for pedagogical 

approaches that integrate critical data literacy, ethical 

reasoning, and historical context as core components of 

CS education. By helping students identify and 

challenge bias in both technological systems and the 

culture of computing itself, these classroom 

interventions not only empower diverse learners but 

also contribute to the long-term development of more 

ethical, equitable, and secure AI systems. Positioned at 

the intersection of gender equity, education and AI, this 

work advocates for a long-term, systemic approach to 

reducing algorithmic harm beginning in the classroom. 

 
Educating for Ethical Code: Disrupting Societal and 

Algorithmic Bias through the Equity-Focused 

Computer Science Education 

 

The rapid advancement and integration of artificial 

intelligence (AI) technologies across diverse sectors 

have illuminated critical concerns regarding embedded 

societal and algorithmic biases. These biases, often 

stemming from historical inequities and lack of 

diversity within technology development teams, result 

in AI systems that can perpetuate and amplify 

discrimination, particularly against marginalized 

groups.(Buolamwini & Gebru, 2018; Noble, 2018).  

Among the root causes of such algorithmic inequity is 

the persistent gender gap in computing—a field 

historically dominated by men and characterized by 

underrepresentation of women and gender-diverse 

individuals.(Margolis & Fisher, 2002) (Margolis & 

Fisher, 2002; D’Ignazio & Klein, 2020). 

This paper focuses on the gender gap in computer 

science (CS) education as a fundamental contributor to 

systemic biases that infiltrate AI design and 

deployment. Drawing upon a Master of Education 

research project centered on inclusive pedagogy and 

gender representation in CS classrooms, it explores how 

equity-driven educational strategies can disrupt these 

patterns. By fostering a sense of belonging and 

empowering diverse identities within CS learning 

environments, educators play a critical role in shaping 

a future technology workforce that is not only 

technically skilled but also ethically grounded. 

While there is growing literature on algorithmic bias 

and ethics in artificial intelligence, there remains a 

significant gap in research that connects these concerns 

to K-12 computer science education, particularly in 

relation to equity-driven interventions. The purpose of 

this work is to demonstrate how intentionally designed, 

equity-focused CS education serves as a proactive 

measure to mitigate algorithmic bias. Equipping 

teachers with tools to foster equity, disrupt stereotypes, 

and cultivate inclusive classroom cultures is vital to 

developing AI systems that are just, accountable, and 

secure. This approach underscores the connection 

between representation in CS education and the ethical 

integrity of AI, advocating for systemic change starting 

from the classroom. 

 

Theoretical Framework 

This paper is grounded in a critical interdisciplinary 

framework that draws on Identity Theory, and Critical 

Pedagogy to examine how gendered inequities in 

computer science education contribute to systemic and 

algorithmic bias in artificial intelligence. It argues that 
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addressing representation and belonging in CS 

classrooms is foundational to ensuring more ethical, 

inclusive, and secure AI systems. 

 

Representation, Identity, and Performativity 

Drawing on Judith Butler’s (Butler, 2006) theory of 

performativity, this framework positions identity not as 

a fixed attribute but as something continuously shaped 

through social interactions and institutional norms. In 

computer science education, students perform what it 

means to “belong” in CS, a performance often aligned 

with masculine-coded traits such as individualism, 

speed, and logic. Those who do not conform to this 

dominant script, particularly girls and students from 

other marginalized groups, are often silenced, rendered 

invisible, undermining their sense of belonging and 

participation. 

 

Representation, as framed through Judith Butler’s 

theory of performativity, refers not only to who is 

visible in curricular materials but also to how identities 

are socially constructed and reinforced through 

repeated norms. The presence or absence of diverse role 

models and inclusive content has a profound effect on 

students' identity formation and their persistence in 

computer science. When students encounter people and 

narratives that reflect their race, gender, culture, or 

values, these experiences affirm their potential and 

increase the likelihood of sustained engagement in CS 

and related fields such as artificial intelligence. 

 

Critical Pedagogy and the Politics of Knowledge 

Drawing on Paulo Freire’s (Freire, 2017)  and Henry 

Giroux’s (Giroux, 2005)critical pedagogies, the 

framework emphasizes the importance of transforming 

computer science education from a neutral, technical 

discipline into a liberatory, ethical, and justice-oriented 

space. This involves inviting students to interrogate not 

just how algorithms work, but whose values are 

embedded in them, who is left out, and what power 

structures are reproduced. This approach aligns with 

intersectionality(Crenshaw, 1989) (Crenshaw, 1989), 

recognizing that students bring complex, layered 

identities into CS learning environments. Inclusive 

curricula must center these experiences, dismantling the 

one-size-fits-all approach that often privileges 

dominant voices and epistemologies. 

 

The Gender Paradox in CS Education: Feminized 

Teaching, Masculinized Computing, and Algorithmic 

Consequences 

The persistent gender gap in computer science 

education reveals a deeper structural contradiction: the 

gender paradox. This paradox reflects the tension 

between the feminization of teaching, where women 

represent the majority of the K–12 educator workforce, 

and the masculinization of computer science, a field still 

associated with prestige, power, and technical authority. 

Despite their prevalence in education, women are 

underrepresented and undervalued in computing 

disciplines, especially in shaping how computer science 

is taught and who is imagined as belonging in it. 

 

Drawing on Michael Apple’s(Apple, 1986) concept of 

official knowledge, this paradox highlights how 

curriculum and pedagogy often reflect dominant 

ideologies. In CS, that means reinforcing technical, 

competitive, and individualistic norms commonly 

coded as masculine. These norms privilege certain 

kinds of learners and performances while marginalizing 

those whose identities or ways of knowing don’t fit the 

“typical” computer scientist mold, often white, male, 

and middle-class. As a result, even when women teach 

CS, they may do so within a framework that continues 

to reproduce exclusion and inequity. 

 

This dynamic has serious implications for the 

development of AI systems. When computer science 

education fails to disrupt this paradox, it narrows the 

pipeline of who enters the field, thereby limiting who 

designs, trains, and audits AI. A homogenous 

development pipeline contributes directly to 

algorithmic bias, as AI systems are shaped by the 

worldviews, blind spots, and lived experiences of their 

creators. If the same structural exclusions present in CS 

classrooms are reproduced in the AI industry, the 

systems we build will continue to encode the biases we 

fail to confront. 

 

Additionally, William Pinar’s reconceptualist 

curriculum theory(Pinar, 1995) invites us to view 

curriculum not as neutral or technical, but as a deeply 

political and personal narrative. From this perspective, 

the gender paradox in CS education is not just about 

workforce numbers, it is about identity formation, 

epistemic authority, and who gets to define the future of 

technology. Girls and gender-diverse students are not 

just absent from the field; they are often alienated from 

the very classroom cultures meant to introduce them to 

it. Their early experiences shape whether they feel seen, 

valued, and capable, factors that ultimately determine 

whether they become the people who shape tomorrow’s 

algorithms. 
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To address algorithmic bias at its root, we must 

interrogate not only data and models, but the 

educational structures that determine who becomes an 

AI creator in the first place. This means reimagining CS 

education as a space where marginalized students can 

see themselves reflected, valued, and empowered, not 

just to learn code, but to transform the systems that code 

creates. 

 

Understanding Algorithmic Bias 

Algorithmic bias refers to systematic and unfair 

discrimination embedded within automated systems, 

often reflecting and amplifying existing societal 

inequities. These biases are not accidental but rather the 

result of decisions made during the design, 

development, and deployment of artificial intelligence 

(AI). As Safiya Noble (Noble, 2018) argues in 

Algorithms of Oppression, algorithmic systems can 

replicate racist and sexist structures, particularly when 

developers fail to critically examine the social contexts 

from which their data and assumptions are drawn. One 

of the most prominent examples of this phenomenon is 

the work of Joy Buolamwini and Timnit Gebru 

(Buolamwini & Gebru, 2018) at the MIT Media Lab, 

which revealed that commercial facial recognition 

technologies, widely deployed in both public and 

private sectors, performed significantly worse on 

darker-skinned and female faces. Error rates reached 

34% for Black women, while they were under 1% for 

white men.  This disparity highlights how algorithmic 

tools, often assumed to be neutral, can reinforce 

historical patterns of exclusion and misrepresentation. 

These biases emerge not solely from flawed code, but 

from the entire pipeline that produces AI systems. Bias 

can be introduced at multiple stages: in the data selected 

for training, in the design choices made by developers, 

and in the assumptions and worldviews embedded into 

the algorithms themselves. When training datasets 

reflect narrow or biased representations of the world 

such as overrepresenting white male subjects or 

excluding marginalized groups, the resulting models 

inherit and perpetuate those biases. Similarly, design 

decisions, such as which features to prioritize or what 

criteria define “success,” are often influenced by the 

implicit values of the design team. Compounding these 

issues is the lack of diversity within the tech industry: 

when development teams are homogenous in terms of 

race, gender, and lived experience, blind spots become 

systemic rather than incidental. This lack of inclusion 

can lead to AI systems that fail to recognize the needs, 

identities, or even the presence of those outside 

dominant groups. 

 

A striking case of design and pipeline bias occurred at 

Amazon, where the company attempted to automate 

parts of its hiring process using AI. The algorithm was 

trained on ten years of internal hiring data that 

overwhelmingly reflected male-dominated patterns in 

the tech industry. As a result, the system learned to 

downgrade resumes that included the word “women’s” 

(as in “women’s coding club”) and to prioritize male-

associated terms and experiences. Despite being a high-

tech, data-driven solution, the tool replicated and 

reinforced gender discrimination, ultimately leading 

Amazon to abandon the project. This example 

illustrates how even well-intentioned uses of AI can 

reproduce deeply ingrained institutional biases when 

the system’s training and evaluation are not critically 

interrogated. 

 

One of the critical factors for such systemic bias is the 

persistent gender gap in computing. As D’Ignazio and 

Klein (D’Ignazio & Klein, 2020)  argue in Data 

Feminism, the underrepresentation of women and 

gender-diverse individuals in the development of data 

systems is not just a diversity problem it is a power 

imbalance that shapes how knowledge is created and 

applied. When the people who design, build, and train 

AI systems do not reflect the diversity of the broader 

population, the systems themselves often fail to serve 

all users equitably. The gender gap in computer science 

education and feeding into professional pathways limits 

whose perspectives are included in the design process, 

which in turn affects the ethical and functional integrity 

of the tools we rely on. 

 

The consequences of these systemic biases are far-

reaching. Biased AI systems can affect decisions about 

employment, healthcare, education, and policing, 

typically areas that already reflect entrenched social 

inequalities. When these systems are deployed without 

proper oversight, they risk compounding harm, 

particularly for those who are already marginalized. 

Understanding the sources and impacts of algorithmic 

bias is not only a technical concern but a moral and 

educational imperative. It is in this context that K–12 

computer science education becomes crucial not just to 

prepare students to code, but to equip them with the 

critical literacy needed to interrogate the systems they 

may one day build. 
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Ultimately, addressing algorithmic bias requires both 

systemic change in how AI is developed and a cultural 

shift in how we educate future technologists. Ensuring 

diverse voices are included at every stage, from 

classroom to boardroom, is essential for building more 

just, accountable, and representative technologies. The 

first step in that process is equipping students and 

teachers with the tools to recognize and challenge the 

embedded biases in the technologies that increasingly 

shape our world. 

 

Given the systemic nature of algorithmic bias and its 

roots in both technological design and sociocultural 

exclusion, it is not enough to address these issues solely 

at the level of industry or policy. Intervening earlier, 

during the educational formation of future technologists 

is critical. K–12 computer science education offers a 

unique opportunity to challenge dominant narratives, 

disrupt stereotypes, and cultivate a generation of 

learners who are both technically proficient and 

ethically grounded. By promoting equity, 

representation, and critical thinking from the very start 

of students’ engagement with computing, computer 

science education can play a transformative role in 

addressing algorithm bias in artificial intelligence. 

 

The Role of Computer Science Education 

Early educational experiences are critical in shaping 

students’ identities and aspirations in computer science. 

Margolis and Fisher (2002), in Unlocking the 

Clubhouse, demonstrated how cultural messages 

around who "belongs" in computing begin early and 

become internalized, often before students reach high 

school. When students, particularly girls and gender-

diverse youth, do not see themselves reflected in 

computing content, pedagogy, or classroom culture, 

they may come to view CS as inaccessible or irrelevant. 

This early identity mismatch can have long-term 

consequences, steering students away from computing 

despite interest or aptitude. CS education, then, is not 

simply about technical instruction, it is a formative 

space where perceptions of who can and should 

participate in technology are shaped. 

 

Barriers for girls and gender-diverse students are well-

documented and multifaceted. These include societal 

stereotypes that associate computing with masculinity, 

a lack of early exposure, and curriculum that fails to 

reflect students’ interests or lived experiences. Research 

by Cheryan et al.(Cheryan et al., 2009, 2015) and 

Graham and Latulipe (Graham, & Latulipe, 2002) 

shows that stereotypical representations of computer 

science such as the "geeky" programmer, socially 

isolated and obsessed with machines, significantly deter 

women from entering the field. Masters et al. (Master et 

al., 2017) similarly found that early exposure to 

counter-stereotypical environments (e.g., classrooms 

decorated with neutral or inclusive imagery rather than 

tech-themed posters) positively influenced girls’ sense 

of belonging in computing. These findings highlight 

how environmental cues, representation, and 

pedagogical choices directly impact student 

engagement and identity development in CS. 

 

Compounding these barriers is the "hidden curriculum" 

of computer science, the unspoken cultural messages 

embedded in how computing is taught (Dewey, 2016). 

A dominant myth in CS education is that technology is 

neutral and objective, divorced from human values or 

social context. This “techno-neutrality” obscures how 

algorithms and systems are designed by people with 

specific worldviews, cultural biases, and often, 

unexamined assumptions. Another dimension of the 

hidden curriculum is the narrative of “tech 

exceptionalism,” which implies that technological 

progress is inherently beneficial and should be pursued 

without critique. When students are taught to view 

technology as apolitical or value-free, they are 

discouraged from interrogating its impact or imagining 

alternative, justice-centered approaches to design. 

 

Traditional CS curricula that ignore power, identity, and 

ethics inadvertently reinforce these exclusionary norms 

and promote hegemonic narratives. Students may be 

taught to prioritize speed, optimization, or novelty 

without questioning the social implications of their 

designs. This narrow definition of technical excellence 

often marginalizes students, particularly those from 

underrepresented groups who might bring critical, 

community-rooted perspectives to the field. As a result, 

the field of CS not only loses diverse talent, but also 

misses opportunities to create technologies that reflect 

and serve the full range of the human experience. 

 

To transform this trajectory, CS education must center 

equity and critical engagement as core components of 

learning. This includes integrating discussions of bias, 

representation, and data ethics into instruction, as well 

as fostering classroom environments that support 

belonging for all learners. Curricula should feature 

diverse role models, real-world applications, and 

opportunities for collaborative, meaningful problem-

solving. Following the insights of D’Ignazio and Klein 

(2020), such approaches should frame data and 
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computing as situated and political, not abstract and 

neutral. When students are invited to see themselves as 

both creators and critics of technology, they are more 

likely to engage deeply and ethically in the field. 

 

Ultimately, CS education has the potential to shift who 

enters the field and how they practice technology. By 

disrupting stereotypes, challenging hidden curricula, 

and affirming the identities of all learners, educators can 

help cultivate a new generation of technologists who are 

not only technically skilled but also socially conscious 

and justice-oriented. In doing so, we lay the 

groundwork for more equitable, ethical, and inclusive 

technological futures. 

 

Research consistently shows that the gender gap in 

computer science begins well before postsecondary 

education. The “leaky pipeline” metaphor, commonly 

used to describe the declining participation of women 

in STEM fields, finds one of its earliest fissures in K–

12 education. While boys and girls show comparable 

interest and aptitude in computing at the elementary 

level, this parity often erodes by middle school due to a 

combination of stereotypes, lack of access, and absence 

of role models (Margolis & Fisher, 2002; Master et al., 

2016). Cheryan et al. (2017) further identify the cultural 

stereotypes associated with computing environments 

such as the perception of tech spaces as masculine and 

socially isolating as significant deterrents for girls and 

gender-diverse students. These early experiences 

impact students’ sense of belonging, self-efficacy, and 

ultimately their decision to pursue CS-related studies 

and careers. Addressing the gender gap in CS education, 

therefore, requires intentional intervention long before 

university or workplace representation becomes a 

concern. 

 

Patching the leaky pipeline is not only a matter of 

educational equity, but a foundational step toward 

building more just and accountable AI systems. When 

women and other underrepresented individuals are 

systematically excluded from the computing pipeline, 

their perspectives, lived experiences, and ethical 

concerns are also excluded from the development 

process. Conversely, a more diverse group of 

developers is more likely to recognize, question, and 

mitigate biases that others may overlook. For instance, 

D’Ignazio and Klein (2020) emphasize that data 

feminism insists on examining power dynamics in data 

work, pushing back against the myth of objectivity. 

Similarly, West, Whittaker, and Crawford (2019) argue 

that the lack of diversity in AI development teams 

results in narrow viewpoints being embedded into 

technologies, with real-world consequences. When 

teams are more representative, they are more likely to 

train and test AI models on broader, more inclusive 

datasets—reducing blind spots and improving both 

fairness and functionality. Thus, addressing the gender 

gap in CS education is not just a diversity imperative; it 

is a critical factor in the integrity and accountability of 

emerging technologies.  

 

 

Educator-Led Interventions to Foster Equity 

Teachers play a pivotal role in shaping the future of 

computer science by implementing inclusive 

pedagogical practices that challenge stereotypes, 

increase representation, and foster a sense of belonging 

for all learners. Inclusive pedagogy in CS classrooms 

involves more than simply broadening participation; it 

requires intentionally creating learning environments 

that affirm the identities and contributions of students 

from historically excluded groups. This can include 

adopting participation norms that value collaboration 

over competition, offering flexible pathways for 

demonstrating understanding, and featuring diverse role 

models in lesson materials. When educators make space 

for culturally relevant learning such as exploring how 

computing intersects with students’ communities and 

experiences, they counter the prevailing narrative that 

computer science is a neutral or purely technical 

discipline. These practices help cultivate classroom 

cultures where students feel seen, respected, and 

empowered to persist in computing. 

 

A growing body of research supports the integration of 

ethics and history into computer science content as a 

way to deepen engagement and support equity. Fiesler, 

Garrett, and Beard (2020) argue that embedding 

discussions of ethics within CS courses, rather than 

treating them as optional or external, encourages 

students to consider the social impacts of the 

technologies they build. Educators can draw from both 

contemporary and historical examples, such as the 

biases in facial recognition technology or the legacy of 

women’s contributions to computing, to help students 

understand that technology is not created in a vacuum. 

These conversations foster critical thinking and ethical 

reasoning while making space for underrepresented 

voices and histories. When students learn not just how 

to code, but also how computing has shaped and been 

shaped by society, they are better equipped to become 

thoughtful and accountable technologists. 
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Challenging hegemonic narratives in tech through 

curriculum and pedagogical choices are another 

powerful intervention point. The traditional tech 

storyline often centers innovation as the work of 

individual geniuses working in isolation. In contrast, 

equity-focused educators highlight the collective, 

collaborative, and often invisible labor that underpins 

technological progress. Curriculum can include stories 

of pioneers like Katherine Johnson, Radia Perlman, or 

Gladys West. These counter-narratives disrupt 

exclusionary myths and allow students to imagine 

themselves as part of a broader, more inclusive 

computing legacy. They also help students connect 

computing to real-world problems and social change, 

which research shows increases engagement for girls 

and minoritized students (Scott, Sheridan, & Clark, 

2015). 

 

Claiming History as a Tool for Equity 

One of the most underutilized yet transformative tools 

in equity-driven CS education is the integration of 

computing history that highlights marginalized voices. 

Dominant narratives in computer science often center a 

narrow lineage of innovators which inadvertently 

reinforces the myth of technological neutrality and 

discourages students from non-dominant groups 

(Margolis & Fisher, 2002; Cheryan et al., 2017). My 

research project specifically explores how engaging 

students with these hidden histories such as the 

pioneering work of the ENIAC women (Kleiman, 2022) 

and Katherine Johnson can disrupt exclusionary myths 

and create a more inclusive vision of who belongs in 

computing. This historical reclamation helps students 

see themselves as part of the discipline’s past, present, 

and future, fostering a stronger sense of belonging and 

identity in CS.(Latimer, 2025). 

 

Engaging with these often-overlooked historical 

narratives does more than just fill gaps in knowledge; it 

actively reshapes students’ identities as learners and 

future technologists. When students encounter stories 

that reflect their own experiences or challenge 

stereotypes about who “belongs” in computing, they 

begin to dismantle internalized beliefs about their 

capabilities and place in the field. This process of 

historical reclamation supports the development of a 

critical consciousness, a key concept in equity 

pedagogy, by encouraging students to question 

dominant narratives and recognize the social and 

political contexts that have shaped the discipline. Such 

reflection not only empowers students but also lays the 

groundwork for ethical reasoning by connecting past 

injustices to present challenges in technology. 

 

Historical inquiry also supports ethical reflection by 

allowing students to see how social values and power 

structures have always shaped technological 

development. As D’Ignazio and Klein (2020) argue, 

“data are not neutral,” and neither is the history that 

underpins the systems we build. Bringing these stories 

into the classroom builds students’ critical 

consciousness, encouraging them to interrogate not 

only who writes code, but who decides what problems 

get solved—and for whom. Fiesler, Garrett, and Beard 

(2020) note that when ethics is embedded into 

computing education through real-world stories, 

students are better equipped to question the long-term 

impacts of their design choices. 

 

In this way, computing history becomes a gateway to 

justice-oriented pedagogy. Rather than treating history 

as an aside, educators can frame it as central to fostering 

inclusion, belonging, and agency in the CS classroom. 

When students explore whose contributions were 

ignored, whose communities were harmed, and who 

might be missing from today’s data sets, they begin to 

understand that the future of computing is not 

predetermined—it is theirs to shape. 

 

Critical Pedagogy and Student Agency in Computing 

Critical pedagogy, as introduced by Paulo Freire 

(Freire, 2017) , offers a powerful framework for 

deepening equity in computer science education. Freire 

advocated for education that is conversational, 

reflective, and rooted in the lived realities of learners 

emphasizing mutual understanding and shared ideas. In 

a CS classroom, this means positioning students not 

merely as consumers of knowledge, but as co-creators 

and problem-solvers who are capable of analyzing and 

transforming the systems around them. Extending 

Freire’s ideas, Henry Giroux (Giroux, 2005) 

emphasizes that education is never neutral and that 

teachers function as cultural workers responsible for 

shaping students’ understanding of democracy, power, 

and justice. Within computing education, this demands 

that educators challenge dominant ideologies such as 

the myth of technological neutrality and instead foster 

spaces where students interrogate the social 

consequences of technology. Teachers can develop 

students’ critical awareness by guiding them to examine 

who benefits from a technology, which voices are left 

out of its creation, and how to design fairer systems. 

This pedagogical shift empowers students to see 
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computing as a tool for liberation and social 

transformation, not merely as a set of marketable skills. 

Giroux challenges the notion that education, and by 

extension, technology is ever neutral. In his broader 

critique of neoliberalism and technocratic thinking, 

Giroux argues that presenting tools and knowledge as 

value-free obscures the ways in which power and 

ideology are embedded within them. When applied to 

the realm of computing and artificial intelligence, this 

critique becomes particularly urgent. The assumption 

that algorithms are objective or impartial masks the 

social, cultural, and historical contexts that shape their 

development. As a result, technologies may appear 

apolitical while reproducing existing inequalities. This 

concern is echoed in the work of scholars like Safiya 

Noble (2018), and Cathy O’Neil (O’Neil, 2016)  who 

exposes how search engines, recommendation 

algorithms, and predictive models often reinforce 

racial, gender, and socio-economic biases under the 

guise of objectivity and efficiency. 

 

In computer science education, Giroux’s insights invite 

educators to move beyond teaching coding as a neutral 

skill and instead foster a space where students 

interrogate the values and assumptions underlying 

technological systems. When students are encouraged 

to critically examine who designs algorithms, what data 

sets are used, and who benefits or is harmed by the 

outcomes, they begin to understand that bias is not a bug 

in the system but is often a feature rooted in broader 

societal structures. This critical stance complements the 

work of Buolamwini and Gebru (2018), whose study of 

facial recognition technologies revealed profound racial 

and gender disparities, as well as D’Ignazio and Klein’s 

(2020) call for “data feminism” that reimagines data 

practices through an intersectional lens. Incorporating 

Giroux’s perspective equips students with the analytical 

tools to view technology not as a neutral artifact but as 

a site of ideological struggle and ultimately, 

transformation. 

 

This pedagogical framework invites students, 

particularly those from historically marginalized groups 

to see themselves as capable of shaping technology and 

society. Teachers can support this by embedding ethical 

dilemmas, case studies, and inquiry-based projects that 

foreground power, identity, and access in computing. 

For example, students might analyze how facial 

recognition technologies disproportionately misidentify 

Black and Brown faces(Buolamwini & Gebru, 2018) or 

explore the lack of diversity in datasets and 

development teams behind AI systems (Noble, 2018; 

D’Ignazio & Klein, 2020). By facilitating these 

investigations, educators nurture students’ critical 

consciousness, helping them connect personal and 

collective experiences to systemic inequities. This not 

only enhances engagement but also aligns computing 

education with the broader goals of liberation, agency, 

and social transformation. Critical pedagogy in CS, then 

foundational to cultivating ethical, inclusive, and 

justice-oriented technologists. 

 

At the practical level, interventions might include 

project-based learning focused on local community 

issues, classroom discussions that critique bias in 

datasets, or assignments that ask students to reimagine 

algorithms through an equity lens. Teachers can also 

facilitate student-led inquiry projects where learners 

explore ethical dilemmas in AI or investigate the role of 

surveillance technologies in their own neighborhoods. 

These types of learning experiences cultivate a sense of 

ownership, agency, and responsibility, qualities 

essential for the next generation of ethical 

technologists. Furthermore, when students are trusted to 

raise critical questions and imagine alternative futures, 

they are more likely to persist in CS and feel that their 

contributions matter. 

 

Ultimately, teacher-led interventions are a vital 

mechanism for disrupting inequity in the CS pipeline 

and for building the foundation of a more inclusive, 

ethical AI landscape. By adopting inclusive pedagogies, 

embedding ethics and history, and centering student 

agency, educators can create computing classrooms that 

serve as incubators of both technical skill and social 

consciousness. These classrooms not only retain more 

diverse learners but also prepare them to lead 

technology development with integrity, empathy, and 

justice in mind. 

 

Empowering Teachers as Equity Agents 

Teachers are pivotal in shaping an equitable future for 

computer science education, and their empowerment 

begins with access to meaningful professional 

development. Effective training must extend beyond 

technical skills to include bias literacy, the ability to 

recognize, understand, and challenge implicit and 

explicit biases in classroom practices, curricula, and 

technology tools. By equipping educators with 

strategies to identify algorithmic bias and systemic 

inequities, professional learning becomes a foundation 

for cultivating inclusive, critically conscious 

classrooms. Such development ensures that teachers 

can model equity-centered thinking while fostering 
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environments where all students, regardless of gender, 

race, or background, can thrive in computing 

(Buolamwini & Gebru, 2018; Noble, 2018). 

 

Beyond awareness, teachers need frameworks for 

intersectional pedagogy, approaches that acknowledge 

and respond to the overlapping identities and 

experiences of students. Professional development that 

highlights the intersections of gender, race, 

socioeconomic status, and ability helps educators 

design CS learning experiences that are both relevant 

and accessible (Crenshaw, 1989; D’Ignazio & Klein, 

2020). This includes integrating ethics into the 

curriculum, moving beyond abstract coding exercises to 

explore real-world implications of technology. For 

example, embedding case studies on algorithmic bias or 

surveillance technologies into programming lessons 

enables students to connect technical concepts with 

societal impact. By developing these competencies, 

teachers become not only content experts but also 

advocates for systemic change, ensuring that equity and 

ethics remain central in the evolution of computer 

science education (Ferreira & Vardi, 2021; Fiesler et al., 

2020). 

 

Empowering teachers as agents of change extends 

beyond classroom practice it positions them as 

influential voices in shaping policy, curriculum, and 

school culture. When teachers are equipped with the 

knowledge and confidence to advocate for equity-

driven reforms, they can challenge gendered 

stereotypes, diversify curriculum resources, and 

demand accountability in how technology is 

implemented in schools (Freire, 1970; Margolis & 

Fisher, 2002). Teacher agency is essential for disrupting 

systemic inequities because educators operate at the 

critical intersection of policy and practice. By fostering 

teacher leadership, educational systems can move 

toward sustainable transformation that prioritizes 

inclusivity, ethical responsibility, and the 

democratization of computer science education. 

 

Effective Teacher Empowerment Programs 

Successful models of professional development 

demonstrate the transformative potential of 

empowering teachers through equity-centered 

practices. The Exploring Computer Science (ECS) 

program, for instance, provides teachers with strategies 

that emphasize inquiry-based learning, culturally 

relevant pedagogy, and reflective teaching practices 

aimed at broadening participation in computing. 

Research on ECS implementation highlights 

measurable gains in student engagement and 

persistence, particularly among girls and students from 

historically marginalized groups (Margolis et al., 2015). 

Similarly, the CSTA Equity Fellows Program equips 

educators with leadership skills and advocacy tools to 

address structural inequities within their schools and 

districts. These initiatives not only increase teacher 

confidence in delivering inclusive content but also 

position educators as catalysts for systemic change in 

computer science education. 

 

Another noteworthy example is the CSforALL SCRIPT 

(Strategic CSforALL Resource & Implementation 

Planning Tool) workshops, which provide district and 

school leaders, alongside teachers, with resources to 

develop equity-focused implementation plans for 

computer science. By engaging educators in 

collaborative planning and reflection, SCRIPT supports 

the development of inclusive curricula and recruitment 

strategies that align with broader institutional goals. 

These programs illustrate how sustained, structured 

professional learning opportunities enable teachers to 

move beyond individual classroom practices to 

influence systemic reform, bridging the gap between 

policy and pedagogy. 

 

Long-Term Impacts: Ethical AI Through Equity 

The long-term implications of advancing equity in 

computer science education extend far beyond 

classroom walls, shaping the ethical trajectory of 

artificial intelligence (AI). Well-documented cases—

such as gender and racial disparities in facial 

recognition accuracy (Buolamwini & Gebru, 2018) or 

biased résumé filtering systems (Dastin, 2022) 

highlight how a lack of diversity in design teams can 

result in harmful technological outcomes. These 

examples underscore the urgency of building an 

inclusive pipeline of technologists who can challenge 

embedded biases and develop more just AI systems. 

Computer science education serves as the foundation 

for addressing these systemic issues, as early 

interventions influence who enters the field and how 

they conceptualize technological responsibility. By 

creating pathways that foster belonging for women, 

gender-diverse individuals, and other historically 

excluded groups, education systems can reshape the 

composition of future AI development teams. Greater 

diversity in technology creation not only enhances 

fairness and accountability but also broadens the 

perspectives and values embedded in algorithmic 

systems (D’Ignazio & Klein, 2020). In this way, equity-

driven education is not simply an issue of representation 
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but a structural prerequisite for building AI 

technologies that are just, transparent, and aligned with 

societal well-being. 

 

Creating a diverse and ethically grounded technology 

workforce requires systemic change that begins in K–

12 computer science education. The persistent gender 

gap in computing, rooted in early educational 

experiences, stereotypes, and structural barriers has 

long contributed to homogeneity in the technology 

sector (Cheryan et al., 2015; Margolis & Fisher, 2002) 

When CS classrooms fail to provide inclusive, identity-

affirming experiences, students from historically 

marginalized groups are less likely to pursue advanced 

courses or careers in the field (Master et al., 2016). This 

attrition perpetuates a cycle where a narrow 

demographic dominates design and decision-making in 

AI development. By embedding principles of equity, 

ethics, and representation into early CS curricula, 

education systems can disrupt this pipeline and lay the 

groundwork for more accountable and inclusive AI 

systems. 

 

Ethically grounded and equity-minded computer 

science education goes beyond teaching technical 

skills; it prepares students to critically examine the 

societal implications of technology and their role in 

shaping it. Integrating ethics-focused modules, such as 

discussions on algorithmic fairness, data privacy, and 

the consequences of biased training datasets, empowers 

students to connect coding with civic responsibility 

(Fiesler, Garrett, & Beard, 2020). When students 

understand how their future work may impact diverse 

populations, they develop the critical consciousness 

necessary to design technologies that uphold equity and 

justice. Such pedagogical approaches ensure that 

inclusivity and ethics are not peripheral but central to 

CS education, reinforcing a culture of accountability 

from the ground up. 

 

Ultimately, creating an equitable AI future hinge on 

broadening participation in CS and fostering ethical 

literacy among all learners. Diverse teams bring varied 

perspectives and lived experiences, leading to more 

comprehensive problem-solving and more 

representative datasets for AI training (D’Ignazio & 

Klein, 2020). As CS education evolves to prioritize 

diversity and inclusion, its influence on the ethical 

development of AI will be profound. Teachers, 

curriculum designers, and policymakers play an 

essential role in this transformation, ensuring that the 

technological systems of tomorrow are developed not 

by a homogenous elite, but by a workforce reflective of 

global society committed to fairness, accountability, 

and human dignity. 

 

Recommendations and Calls to Action: 

The urgency of addressing algorithmic bias and 

systemic inequities in technology development 

demands intentional action across all levels of 

education. While empowering teachers is a critical step, 

sustainable change requires coordinated efforts from 

teacher preparation programs, school systems, 

policymakers, and industry partners. Equity in 

computer science education is not merely a classroom 

issue; it is a societal imperative tied to the ethical future 

of artificial intelligence and digital innovation. By 

implementing strategic, equity-focused interventions, 

stakeholders can ensure that diverse voices shape the 

technologies of tomorrow, creating systems that are fair, 

inclusive, and accountable. 

The following recommendations outline actionable 

strategies for achieving this vision. They focus on five 

critical areas: strengthening teacher preparation 

programs, expanding professional development for in-

service educators, ensuring structural and institutional 

support, embedding equity within policy frameworks, 

and fostering partnerships between education and 

industry. Together, these actions create a 

comprehensive roadmap for addressing the gender gap, 

mitigating algorithmic bias, and preparing students to 

become ethical and inclusive contributors to the future 

of technology. 

 

Integrate Equity and Ethics into Teacher Preparation 

Programs 

Teacher education programs must move beyond 

traditional content delivery to intentionally embed 

equity-focused pedagogy, algorithmic bias awareness, 

and ethical computing principles into pre-service CS 

training. These elements should not be treated as 

optional add-ons but as core components of teacher 

preparation. By introducing future educators to the 

social, cultural, and ethical dimensions of computing 

early in their training, teacher education programs can 

prepare them to design inclusive learning environments 

that affirm diverse identities and disrupt systemic 

inequities (Fiesler, Garrett, & Beard, 2020). 

Coursework should incorporate case studies on 

algorithmic bias, intersectional approaches to teaching, 

and critical discussions on representation and power in 

technology. Additionally, pre-service teachers should 

have opportunities to engage in hands-on projects that 

link coding with real-world ethical dilemmas, fostering 
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the ability to lead meaningful classroom conversations 

about the societal impact of computing. Such an 

approach ensures that graduates enter the profession not 

only as technically competent educators but as critical 

thinkers and advocates for justice in digital spaces. 

 

Provide Sustained Professional Development for In-

Service Teachers 

Professional development (PD) is essential for ensuring 

that equity and ethics remain at the forefront of 

computer science education. However, traditional one-

time workshops are insufficient; teachers require 

ongoing, job-embedded learning opportunities that 

deepen their understanding of bias literacy, 

intersectionality, and culturally responsive teaching 

(Goode, Margolis, & Chapman, 2018). Sustained PD 

programs should integrate technical skill-building with 

critical discussions about algorithmic bias, 

representation in computing, and the societal 

consequences of technology. Models such as Exploring 

Computer Science and the CSTA Equity Fellowship 

demonstrate how continuous professional learning can 

transform teacher practice and improve student 

engagement. Furthermore, PD should provide teachers 

with practical strategies and resources including 

curriculum examples, case studies, and discussion 

frameworks that enable them to integrate ethics and 

equity into everyday instruction. By investing in long-

term professional learning, schools can empower 

educators to lead systemic change, ultimately fostering 

inclusive, future-ready classrooms. 

 

Establish Structural Supports and Resources 

Even the most well-intentioned teachers cannot fully 

implement equity-driven practices without adequate 

institutional support and resources. Schools and 

districts must provide time, funding, and administrative 

backing to allow teachers to redesign curriculum, 

collaborate with colleagues, and incorporate ethical 

computing discussions into their lessons (Margolis & 

Fisher, 2002). This includes access to diverse teaching 

materials, professional learning communities, and 

technology infrastructure that supports inclusive 

pedagogy. Without these structural enablers, equity 

initiatives risk becoming superficial or unsustainable. 

Additionally, leadership must create policies that 

recognize and reward teachers’ efforts to integrate 

equity and ethics into their practice, positioning these 

contributions as central to school improvement rather 

than optional enhancements. By institutionalizing these 

supports, educational systems send a clear message: 

equity in computer science education is not a trend but 

a fundamental priority for shaping a just and 

technologically responsible future. 

 

Policy-Level Commitments to Inclusive CS Education 

Systemic change in computer science education 

requires strong policy commitments that embed equity 

and ethics at the foundational level. Educational 

policymakers must mandate that equity, diversity, and 

algorithmic ethics are integral components of K–12 CS 

standards and curriculum frameworks (D’Ignazio & 

Klein, 2020). This includes setting clear goals for 

diverse student participation, requiring inclusive 

teaching practices, and establishing accountability 

measures to monitor progress. Furthermore, policies 

should provide funding and incentives to support 

schools in acquiring culturally relevant resources and 

delivering professional development centered on social 

justice and ethical computing. By enshrining these 

values in policy, governments and education authorities 

ensure that equity-focused CS education is not left to 

individual schools or teachers alone but becomes a 

shared, systemic responsibility aligned with broader 

societal goals of fairness and digital citizenship. 

 

Foster Partnerships with Industry and Community 

Organizations 

Collaborations between schools, industry leaders, and 

community organizations are vital for creating 

authentic, inclusive pathways into computer science 

careers. Partnerships can provide students with access 

to diverse role models, mentorship programs, and real-

world project experiences that highlight the social 

relevance of computing and dismantle stereotypes 

about who “belongs” in tech (Margolis & Fisher, 2002). 

Industry partners can also offer resources, training, and 

support to teachers, helping bridge gaps between 

classroom learning and evolving workforce needs. 

Furthermore, community organizations focused on 

equity and inclusion can assist schools in reaching 

underrepresented students and families, ensuring 

outreach efforts are culturally responsive and effective. 

By fostering these collaborative networks, educators 

can expand their capacity to engage students, cultivate 

critical consciousness, and build a technology 

ecosystem that reflects diverse voices and experiences. 

 

Equity in Action 

Fostering equity within computer science classrooms is 

foundational to mitigating algorithmic bias and building 

a more just technological future. When educators create 

inclusive learning environments that affirm diverse 

identities and challenge stereotypes, they empower all 



International Conference on Artificial Intelligence and Cybersecurity 2025 
Copyright 2025 © Canadian Tech-Institute for Academic Research.  

48 

students to see themselves as capable contributors to the 

field. This broadening of participation not only 

diversifies the perspectives that inform computing but 

also leads to the development of AI systems that are 

more ethical, accountable, and representative of 

society’s complexity. By centering equity in CS 

education, we take a proactive step toward dismantling 

the systemic biases that too often go unexamined in 

technology design and deployment. The classroom, 

therefore, becomes a critical site for cultivating the next 

generation of technologists who will prioritize fairness 

and inclusion in every line of code they write. 
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